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Preliminary

The procedure of calling solver to solve mathematical optimization problem
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Order matters: who cares and why we care

For some problems the presolve performance is very sensitive to the order in which
the rules are applied. Hence, an analysis of presolve would be incomplete without an
investigation of this effect for particular LP instances. Alternative orderings may be
more suitable for a problem, depending on the problem structure.

Dr. Ivet Galabova [2], Developer of HiGHS

1. “The performance of MIP solvers is subject to some unexpected variability that
appears, for example, when changing from one computing platform to another,
when permuting rows and/or columns of a model, etc.”

2. “This phenomenon has certainly been observed for decades and has been the
topic of an extensive literature in the artificial intelligence and SATisfiability
communities.”

3. “One source of performance variability is rooted in the so-called imperfect tie
breaking. Most of the decisions taken by an MIP solver are based on ordering
candidates according to scores and selecting the candidate with the best score.
This is true for cut separation and cut filtering as well as for one of the most
crucial decisions of the MIP solution process, namely, the variable to branch on at
each node.”

Prof. Andrea Lodi [1]

[1] Lodi, Andrea, and Andrea Tramontani. "Performance variability in mixed-integer programming." Theory driven by influential applications. INFORMS, 2013. 1-12.
[2] Galabova, Ivet. "Presolve, crash and software engineering for HiGHS." (2023).



Motivation

Figure: Three distinct LP instances are selected
to perform the preliminary experiment. The
significant variance of metrics shows that
solver performance is quite sensitive to the
different formulations for a given LP instance.

An easily overlooked phenomenon: the appearing order of variables in a given LP instance 
indeed affects the solver's performance. The solver takes input the model constructed by 
human experts.

Motivation: using machine learning technique to 
automatically find better formulation for solvers.

Three challenges to introduce ML techniques:
1) How to appropriately represent an LP instance
2) What machine learning model is suitable
3) How to efficiently train above inferring model



The proposed method

Representation: The inputting LP instance 
is represented by a bipartite graph, and 
then the embedding of variables is 
obtained via a GNN;
Aggregation: The embedding of variables 
will be further aggregated with a given 
group of variable clusters 
Permutation: Taking as input the previous 
embeddings, a pointer network (PN) is 
used to output a new permutation of 
variables
Learning: The learning part interacts with 
the reformulation part to update the 
parameters of GNN and PN, trained with 
REINFORCE algorithm.



The proposed method

Policy 

the permutation of given 
splitting clustering

a splitting clustering
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a given LP instance

the solving performance of the 
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the parameterized policy 
(i.e., pointer network)



Experimental evaluation



Experimental evaluation and conclusion

Hindsight: what better formulation
the agent found

Take-away messages:
1) Various solvers (including commercial and open-

source) can benefits from reformulation.
2) Gurobi is the most robust to the varying formulation.
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